On central digraphs constructed from left loops and loops

Raja Rawat

Abstract. Let $A_n$ be the set of $n \times n$ zero-one matrices satisfying the matrix equation $A^2 = J_n$, where $J_n$ is $n \times n$ matrices of all ones. In this article, it is proved that the number of non-isomorphic left loops of order $k$ gives the lower bound to the size of $A_n$ for $n = k^2$. Mainly we have established that any matrix in $A_n$ corresponding to loop has rank $2k - 2$, where $n = k^2$, for some positive integer $k$.

1. Introduction

A central groupoid is an algebraic system with one binary operation, satisfying the identity

$$(x,y) \cdot (y,z) = y$$  \hspace{1cm} (1)$$

for all $x, y$ and $z$. In a directed graph $D$, if there is a unique path of length two between any two vertices, then it has Property $C$. That is for vertices $x, y \in D$, there exists unique vertex $z \in D$, such that,

$$x \rightarrow z \rightarrow y$$  \hspace{1cm} (2)$$

Such a graph is also called central digraph. Equivalently, the corresponding adjacency matrix $A(T)$ satisfies the matrix equation $A^2 = J$. In [4], the author shows the size of the vertex set $V(D)$ of $D$ is $n = k^2$, (k is some positive integer), where each vertex has both indegree and outdegree $k$. Then such a digraph is called $k$-central. Throughout the article, we will denote $A_n$ as the set of $n \times n$ zero-one matrices satisfying $A^2 = J_n$ for all $A \in A_n$, where $J_n$ is the $n \times n$ matrices of all ones and $n = k^2$ for some positive integer $k$. Due to very rich and peculiar algebraic and combinatorial structures,
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central groupoid and central digraph have attracted the attention of many researchers, see [3, 4, 5, 6].

A groupoid \((S, \circ)\) is called a left quasigroup if the equation \(a \circ X = b\) has a unique solution in \(S\) for all \(a, b \in S\). A left quasigroup with identity is called a left loop. A left loop \((S, \circ)\) is called a loop if the equation \(X \circ a = b\) has a unique solution in \(S\) for all \(a, b \in S\). The problem of finding all the matrices in \(A_n\) is very difficult. However, this article gives a lower bound to the size of \(A_n\) through left loops.

In [3], Hoffman posed the problem of determining the number of solutions of the matrix equation \(A^2 = J_n\), where \(A \in A_n\). In [4], it has been shown that Hoffman’s problem is equivalent to an algebraic problem and also equivalent to a graph-theoretic problem. In [5], the existence of the solution of \(A^2 = J_n\) of all ranks \(r\), where \(k \leq r \leq \left(\frac{k^2+1}{2}\right) (n = k^2)\), is proven.

The rest of the paper is organized as follows. In Section 2, we mention the necessary results and definitions for the sake of completeness of the article. In Section 3, we give a lower bound to the size of \(A_n\) through the left loop. In Section 4, we show that the matrix in \(A_n\) corresponding to the loops of order \(k\) has rank \(2k - 2, n = k^2\).

2. Preliminaries

Suppose that \(D\) is a directed graph with Property \(C\) having a vertex set denoted as \(V(D)\). Define a binary operation “\(\cdot\)” on \(V(D)\) as \(x \cdot y = z\), where \(x, y, z \in V(D)\) and \(z\) is the vertex through which there is a unique path of length two from \(x\) to \(y\). By [4, Lemma 1], \((V(D), \cdot)\) is a central groupoid. Also, given any central groupoid \((C, \cdot)\), define a directed graph whose vertices are elements of \(C\), and there is an edge from vertex \(x\) to \(z\) if \(z = x \cdot y\) for some \(y \in C\). By [4, Lemma 2], this directed graph satisfies Property \(C\). Suppose \((S, \circ)\) is a left quasigroup such that for some element \(0 \in S, x \circ 0 = 0\) for all \(x \in S\). Define a directed graph \(D_S\) on the vertices \(S \times S\) having an edge defined by the rule; \((x_1, x_2) \rightarrow (y_1, y_2)\) if and only if \([x_2 = y_1\) and \(y_2 \neq 0]\) or \([x_1 \circ x_2 = y_1\) and \(y_2 = 0]\). By [4, Theorem 2], \(D_S\) is a directed graph with Property \(C\); that is, \(D_S\) is a central groupoid, and the corresponding central groupoid has the multiplication rule (consequence of
Theorem 2 of [4, p. 378])

\[(x_1, x_2) \cdot (y_1, y_2) = \begin{cases} 
(x_2, y_1), & \text{if } y_1 = 0 \text{ and } y_2 \neq 0 \\
(x_2, z_2), & \text{if } x_2 \ast z_2 = y_1 \neq 0 \text{ and } y_2 = 0 \\
(x_1 \ast x_2, 0), & \text{if } y_1 = 0 
\end{cases}\]

where \(x_1, x_2, y_1, y_2, z_2 \in S\) Further, the following theorem gives more insight into this construction.

**Theorem 2.1.** [4, Theorem 7, p. 388] Let \(S\) be a finite set on which two binary operations \(\circ\) and \(\ast\) are defined, such that, for all \(a\) and \(b\), \(0 \circ b = 0\), \(a \circ 0 = a \ast 0 = 0\), and the equations \(a \circ x = b\), \(a \ast y = b\) have unique solution \((x, y)\). Let \(D_1\) be the directed graph on the vertices \(S \times S\) defined by the rule \((x_1, x_2) \to (y_1, y_2)\) if and only if \([x_2 = y_1 \text{ and } y_2 \neq 0]\) or \([x_1 \circ x_2 = y_1 \text{ and } y_2 = 0]\); and let \(D_2\) be the directed graph defined similarly with \(\ast\) replacing \(\circ\). Then \(D_1\) and \(D_2\) are isomorphic if and only if the binary operations \(\circ\) and \(\ast\) are isomorphic.

**Theorem 2.2.** [1, Theorem 2.1, p. 37] Let \(n\) be a positive integer. Then \(A_n \neq \emptyset\) if and only if \(n = k^2\) for some positive integer \(k\). Furthermore, if \(n = k^2\) and \(A \in A_n\), then

(a) all row sums and column sums of \(A = k\),

(b) \(A\) has eigenvalues \(k, 0, \ldots, 0\),

(c) \(A\) has exactly \(k\) 1’s on its main diagonal.

**Theorem 2.3.** [1, Theorem 2.2, p. 38] The Jordan forms of the matrices in \(A_n\) are precisely:

\[
\left[\sqrt{n}\right] \oplus B \oplus B \oplus \ldots \oplus B \oplus 0_{n-2p-1}, \ \sqrt{n} - 1 \leq p \leq \frac{n-1}{2} \text{ and } B = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}.
\]

Consequently, if \(A \in A_n\), then \(\sqrt{n} \leq \text{rank}(A) \leq \frac{n+1}{2}\).

### 3. Left loop as directed graph with Property C

In this section we will show that for each left loop of order \(k\), there is a unique (upto isomorphism) central groupoid of order \(k^2\), that is a directed graph on vertex \(V(D)\) of size \(k^2\) with property \(C\). Now onwards, by \(S\) we mean the set \(\{0, 1, 2, \ldots, k-1\}\). Suppose \((S, \ast)\) is a left quasigroup with left identity 0 and \(x \ast 0 = 0\) for all \(x \in S\). We call \((S, \ast)\) as left quasigroup with
left identity and right zero. By [4], for each \((S, \ast)\) there exists a unique (upto isomorphism) directed graph with property \(C\) on \(S \times S\). So to establish a correspondence between left loop and central groupoid, it is sufficient to show a correspondence between left loop and left quasigroup with identity and right zero.

**Proposition 3.1.** Let \((S, \ast)\) be left quasigroup such that \(x \ast 0 = 0\) and \(0 \ast x = x\) for all \(x \in S\). Consider \(T_S = S\). Define a binary operation “\(\circ\)” on \(T_S\) as follows: \(0 \circ i = i \circ 0 = i\); for all \(i \in S\) and \(i, j \neq 0\),

\[
i \circ j = \begin{cases} i \ast j & ;i \ast j \neq i, \\ 0 & ;i \ast j = i. \end{cases}
\]

Then \((T_S, \circ)\) is a left quasigroup with identity \(0\).

**Proof.** Clearly \(0\) is the identity element of \((S, \circ)\). Consider the equation

\[i \circ X = j.\]  \hspace{1cm} (3)

If \(i \ast X \neq i\), then \(i \circ X = j = i \ast X\), which has a unique solution. Suppose \(i \ast X = i\). Since \(i \neq 0\) then for \(i \ast X = i\) implies \(X \neq 0\). Since \((S, \ast)\) is left quasigroup, \(i \ast X = i\) has unique solution \(t\) (say). That is \(i \circ X = 0\) has a unique solution, \(t\). This completes the proof. \(\square\)

We call \((T_S, \circ)\) the left loop corresponding to \((S, \ast)\).

**Proposition 3.2.** Let \(S = \{0, 1, 2, ..., k - 1\} = T_S\) be a set such that \((T_S, \circ)\) is a left quasigroup with identity \(0\). Let \(\ast\) be the binary operation on \(S\) defined by the rule; \(x \ast 0 = 0, 0 \ast x = x\) for all \(x \in S\) and

\[
i \ast j = \begin{cases} i & ;i \circ j = 0, \\ i \circ j & ;i \circ j \neq 0. \end{cases}
\]

Then \(i \ast X = j\) has unique solution in \(S\) whenever \(i, j \in S\).

**Proof.** Consider, \(i \ast X = j\). Now \(i \circ X \neq 0\) implies \(i \circ X = j = i \ast X\), which has a unique solution. Suppose \(i \circ X = 0\) then \(i \ast X = i\). For \(i \neq 0\), \(X \neq 0\). Since \((T_S, \circ)\) is a left quasigroup, \(i \circ X = 0\) has a unique non-zero solution \(t\) (say). Therefore \(i \ast X = i\) have a unique solution, \(t\). This completes the proof. \(\square\)
Let $A$ be the set of all left quasigroups with left identity and right zero structure on $S$ and $B$ be the set of all left quasigroup structures on $S$. Define a map $\phi : A \rightarrow B$ by $\phi(S) = T_S$. Then by Proposition 3.1 and Proposition 3.2, $\phi$ is bijective.

**Proposition 3.3.** Let $(S_1, \ast_1), (S_2, \ast_2)$ be two right quasigroup with left identity and right zero such that $S_1 = S_2 = \{0, 1, 2, ..., k - 1\}$. Let $(T_{S_1}, \circ_1), (T_{S_2}, \circ_2)$ be the corresponding quasigroup structures. Then $S_1 \cong S_2$ if and only if $T_{S_1} \cong T_{S_2}$.

**Proof.** Let $f : S_1 \rightarrow S_2$ be an isomorphism. Let us define a map $\phi_f : T_{S_1} \rightarrow T_{S_2}$ such that $\phi_f(i) = f(i)$. Since, $f$ is bijective implies $\phi_f$ is bijective. Now,

$$\phi_f(i \circ_1 j) = \begin{cases} \phi_f(i \ast_1 j) & i \ast_1 j \neq i, \\ 0 & i \ast_1 j = i. \end{cases}$$

We have, $\phi_f(i) \circ_2 \phi_f(j) = l \circ_2 k$ for $f(i) = l$ and $f(j) = k$. Then we get,

$$l \circ_2 k = \begin{cases} l \ast_2 k & l \ast_2 k \neq l, \\ 0 & l \ast_2 k = l. \end{cases}$$

Now,

$$l \ast_2 t = l \iff f(i) \ast_2 f(j) = f(i) \iff f(i \ast_1 j) = f(i) \iff i \ast_1 j = i.$$  

(f is one-to-one).

Similarly, we get,

$$l \ast_2 t \neq l \iff f(i) \ast_2 f(j) \neq f(i) \iff f(i \ast_1 j) \neq f(i) \iff i \ast_1 j \neq i.$$  

Therefore $\phi_f(i \circ_1 j) = \phi_f(i) \circ_2 \phi_f(j)$. The converse is easy to verify. \qed

**Remark 3.4.** It is clear from above Proposition that if $T_S$ is a loop then each column of multiplication table of $(S, \ast)$ (except first column) has exactly two entries repeated (see example 4.2).

Following theorem is the immediate consequence of Theorem 2.1, Proposition 3.1, Proposition 3.2 and Proposition 3.3.

**Theorem 3.5.** $|A_n| \geq$ number of non-isomorphic left loops of order $k$ where $n = k^2$.
4. Rank of the matrix in $A_n$

**Theorem 4.1.** Let $(T, \circ)$ be a left loop of order $k$ and $(S, \ast)$ denote a left quasigroup with left identity and right zero such that $T_S = T$. Let $D_S$ be the associated directed graph with Property C and $A(T)$ be the adjacency matrix of $D_S$. Then rank of $A(T)$ is $2k - 2$.

**Proof.** As argued in Section 2, we define directed graph $D_S$ on the vertex set $S \times S$ by the rule: $(l_1, l_2) \rightarrow (m_1, m_2)$ if and only if $[l_1 * l_2 = m_1, m_2 \neq 0]$ or $[l_1 * l_2 = m_1, m_2 = 0]$ and its corresponding central groupoid has the multiplication rule

$$(l_1, l_2) \cdot (m_1, m_2) = \begin{cases} (l_2, m_1), & \text{if } m_1 = 0 \text{ and } m_2 \neq 0, \\ (l_2, n_2), & \text{if } l_2 * n_2 = m_1 \neq 0 \text{ and } m_2 = 0, \\ (l_1 * l_2, 0), & \text{if } m_1 = 0. \\ \end{cases}$$

Then using this multiplication rule the adjacency matrix $A(T)$ of the directed graph $D_S$ so obtained can be viewed as blocks of a column of size $k$ (see Figure 1 below). Label the blocks of column as $0, 1, 2, ..., k - 1$. We represent any row vector of $A(T)$ by $[x, y]$, which would denote $(k - 1)$’s in the $x^{th}$ block and single 1 in the $y^{th}$ block for $x \neq y$. Infact it has single 1 in the position $(l * m, 0)$, for $l, m \neq 0$. We denote standard row vectors by $[x, x]$ (all 1’s in $x^{th}$ block). Therefore first $k$ rows of $A(T)$ will be represented by $[0, 0], [1, 1], ..., [k - 1, k - 1]$ which are in standard form, hence linearly independent. So rank of $A(T)$ is atleast $k$. By our construction, every row vector different from standard row vector contains $(k - 1)$ 1’s in one block and a single 1 in another block. The following relation gives the addition and subtraction of any two row vector of $A(T)$:

$$[x_1, y_1] + [x_2, y_2] = [(x_1, x_2), (y_1, y_2)]$$

Hence rank of $A(T)$ is atmost $2k - 2$ where $[(x_1, x_2), (y_1, y_2)]$ denote a row with $(k - 1)$ 1’s in $x_1$ and $x_2$ blocks and 1 in $y_1$ and $y_2$ blocks. Consider the set of following row vectors $\{[1, 2], [1, 3], ..., [1, k - 1]\}$. Clearly, these can be reduced to echelon form and so linearly independent. Now we show that the set $M := \{[0, 0], [1, 1], ..., [k - 1, k - 1], [1, 2], [1, 3], ..., [1, k - 1]\}$ of $2k - 2$ vectors is linearly independent. But if it is not, then a vector, say $[1, x]$ can be written as a sum and difference of the other row vectors in the set, with at least one of them being $[1, y]$, for $y \neq x$. To obtain single 1 in the $x^{th}$ block, we need to add or subtract with the vector that ends with $x$, the only
choice is \([x, x]\), and again we need to add or subtract with the row vector that starts with \(x\). The only choice for this also \([x, x]\). Hence this addition and subtraction cannot be done. And so, \([1, x]\) is not a linear combination of other vectors of the set \(M\). Therefore, it is linearly independent. Also, any row vector \([x, y]\) which is not in \(M\) is a linear combination of vectors in \(M\), which is clear from the following relation:

\[
[x, y] = [1, y] + [x, x] - [1, x].
\]

Now we show that if \((T_S, \circ)\) is the loop corresponding to \((S, \ast)\), all the row vectors from the set \(M\) are in \(A(T)\). It is clear that \(2 \ast 1 = 3\) would give the row vector \([1, 3]\) (see Figure 1, 12th row). By Remark 3.4 there is exactly \(k - 2\) solutions of the equation \(y \ast 1 = x\) for all \(2 \leq x \leq k - 1\). This would correspond to \(k - 2\) row vectors \([1, x]\), \(2 \leq x \leq k - 1\). Hence, the matrix \(A(T)\) has rank exactly equal to \(k + (k - 2) = 2k - 2\). This completes the proof.

Following illustration gives more insight to the above Theorem.

**Example 4.2.** Consider the following multiplication table of loop structure \((T_S, \circ)\):

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>4</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

Then corresponding left quasigroup with left identity and right zero \((S, \ast)\) is given by

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

Here \(k = 5\). Following is the adjacency matrix \(A(T)\) (Figure 1) formed by using the rule mentioned in the above Theorem. The first five row represents the standard row vectors \([0, 0], [1, 1], [2, 2], [3, 3], [4, 4]\). So the
rank of $A(T) \geq 5$. Clearly, the 7th row has 4 1’s in block 1 and lone 1 in block 2, representing the row vector $[1,2]$. Similarly, the 12th and 17th rows represent the vectors $[1,3]$ and $[1,4]$, respectively. Therefore the set of vectors $M := \{(0,0), [1,1], [2,2], [3,3], [4,4], [1,2], [1,3], [1,4]\}$ are in $A(T)$. By above theorem rank of $A(T) = 2k - 2 = 8$.

![Figure 1: Adjacency matrix $A(T)$](image)

```
 0   1   2   3   4
[0,0] 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
[1,1] 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
[2,2] 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0
[3,3] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0
[4,4] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1

[1,2] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
[1,3] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
[1,4] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
```

Figure 1: Adjacency matrix $A(T)$. 
**Remark 4.3.** However, the converse need not be true. Consider the following multiplication table of \((T_S, \circ)\):

<table>
<thead>
<tr>
<th>(\circ)</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>

Then it has following adjacency matrix (Figure 2) of rank 8.

![Adjacency Matrix](image)
Corollary 4.4. If there are \( m \) number of non-isomorphic loops of order \( k \), then there exists at least \( m \) non-permutationally similar matrices in \( A_n \) of rank \( 2k - 2 \).

Remark 4.5. It is clear that the minimal polynomial of any matrix in \( A_n \) is \( x^2(x - k) \) and so the maximum size of the block in Jordan form is 2. Then any matrix in \( A_n \) corresponding to the loop \((T, \circ)\) will have Jordan canonical form, \( [\sqrt{n}] \oplus B \oplus B \oplus ... \oplus B \oplus 0_{n - 2p - 1} \), where \( p = 2k - 3 \).
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